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Authoritarian censorship is traditionally understood as a repressive tool and will cause public backlash against the regime.

However, surveys worldwide consistently find that citizens in authoritarian regimes are apathetic toward or even supportive

of government censorship. To explain this puzzle, I theorize that citizens are subject to a normalization process. Specifically,

individuals become desensitized to censorship activities when the range of censored content expands beyond politically

threatening topics, like government criticism and collective action, to other less political issues. Using 28 million censored

articles and two original survey experiments in China, I show that (1) a majority of censored articles are indeed unrelated

to politically threatening topics, and (2) respondents exposed to the censorship of both political and nonpolitical content

report higher support for censorship and the regime than those exposed only to political censorship. These findings high-

light how normalizing repressive apparatuses like censorship contributes to authoritarian control and survival.
Government censorship in authoritarian regimes has
traditionally been understood as a repressive tool to
suppress political oppositions (Gueorguiev andMalesky

2019; Miller 2018; Pop-Eleches andWay 2023), filter unfavor-
able news (Rozenas and Stukal 2019; Shadmehr and Bernhardt
2015), and hinder collective action (King, Pan, andRoberts 2013,
2014; Lorentzen 2014). As such, the public resists government
censorship when they encounter it (Roberts 2018, 2020; Zhu
and Fu 2021). For example, when citizens are exposed to cen-
sorship events, they express more anger and antiregime senti-
ment (Pan and Siegel 2020; Roberts 2018, 137), discuss and
search formore information on the censored topics (Nabi 2014;
Pan and Siegel 2020; Roberts 2018, 143), show less support for
Internet regulation and state media (Gläßel and Paula 2020;
Roberts 2018, 144), and even participate in protests against the
regime (Boxell and Steinert-Threlkeld 2022). In light of these
studies, Roberts (2020) posits that “awareness of censorship
[is] essential to resilience to censorship.”

However, in China, where the scale of overt censorship ac-
tivities is by far the largest around the world (Freedom House
2019; Gueorguiev and Malesky 2019; Han 2018; King et al.
2013; Miller 2018), surveys consistently find that Chinese citi-
zens are either apathetic toward or supportive of the regime’s
censorship apparatus, even when they have experiences with
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censorship. For example, Dickson (2016, 71) reports that Chi-
nese citizens who have experienced censorship are “rather blasé
about it.”Wang andMark (2015) show that a majority (65.6%)
of “censorship-aware respondents” are either neutral or sup-
portive of Internet censorship. Studies on other authoritarian
regimes such as Russia (Nisbet, Kamenchuk andDal 2017) and
Middle Easternmonarchies (Martin, Martins, andWood 2016;
Wike and Simmons 2015) also find similar phenomena. If
awareness of censorship leads to backlash, why do many citi-
zens in authoritarian regimes display such little resistance to
the widespread use of overt censorship?

This puzzle likely arises because the literature that devel-
oped the backlash argument primarily focuses on censorship
of government criticism and collective action. Although po-
litically threatening content has traditionally been understood
as the prime target of censorship (Gueorguiev and Malesky
2019; King et al. 2013, 2014; Miller 2018; Roberts 2018), other
seemingly harmless nonpolitical content, such as popular cul-
ture (Nie 2021) and pornography (King et al. 2013), is also
widely censored in authoritarian regimes. In this study, I ar-
gue that when the range of censored content extends beyond
highly politically threatening content, such as collective action
and government criticism, to other less politically threatening
content, citizens are less likely to view censorship as political
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suppression. Rather, censorship becomes viewed as a nor-
mal government policy that regulates both political speeches
and apolitical content like entertainment, culture, and adver-
tisement. I call such changes in perception normalization of
censorship.

My argument about censorship normalization builds on
the psychological theory of desensitization (Bartholow, Bush-
man, and Sestir 2006; Carnagey, Anderson, andBushman 2007;
Fanti et al. 2009). Conventionally, citizens react negatively to
censorship of political content because it could signal that the
government has something to hide and is not acting as a faith-
ful agent (Lorentzen 2014; Roberts 2018; Shadmehr and Bern-
hardt 2015). When both politically threatening and less po-
litical messages are censored, it dilutes the probability that each
censorship event contains valuable political information to dis-
cover government wrongdoings (Pan and Siegel 2020; Roberts
2020). In addition to dilution, censoring nonpolitical content
also increases citizens’ exposure to censorship activities, which
further facilitates the normalization process. As individuals are
more frequently exposed to censorship activities, they are more
likely to view censorship activities as normal events and not
react as intensely. As a result, citizens’ negative reactions toward
censorship, such as anger and antiregime sentiment, should be
less likely to occur (Wang andMark 2015).

To provide evidence for my theory of normalization, I first
use observational data to illustrate that non–politically threat-
ening content is being censored on a substantial scale. I collected
and categorized more than half a million censored articles from
WeChat, China’s largest social media platform, as well as more
than 27 million censored posts on Weibo, the second-largest
platform in China. To ensure the accuracy of my findings, I
employed both human coders and deep learning models, spe-
cifically the Chinese Bidirectional Encoder Representations
from Transformers (BERT) with the Whole Word Masking
model (Lu, Pan, and Xu 2021). The results show that collective
action, government criticism, and other government-related
content only account for approximately 30% of all censored
articles. The majority of censored articles are non–politically
threatening and include a wide range of nonpolitical topics.

I then conducted two original survey experiments with
similar designs in China, in 2020 and 2022 respectively, to test
the effect of censoring non–politically threatening content on
support for censorship and the regime. In both experiments,
I randomly expose respondents to varying amounts of cen-
sorship of nonpolitical content. Consistent with the normal-
ization theory, respondents exposed to the censorship of
both political and nonpolitical content display significantly less
backlash and greater support for the censorship apparatus and
the regime, compared with those that are only exposed to the
censorship of political content.
This studymakes important contributions to the understand-
ing of government censorship in authoritarian regimes. Al-
though I am not the first to argue that authoritarian govern-
ments censor nonpolitical content such as pornography (King
et al. 2013) and popular culture (Esberg 2020), I challenge the
centrality of political censorship in the literature. The results of
this study highlight that the censorship of nonpolitical content
is crucial to understanding how political censorship can work
effectively. My results also bridge the gap between the seemingly
contradictory observations that on one hand, censorship aware-
nesswill leadtobacklash,andontheotherhand,citizensarenumb
to the massive overt censorship activities in China. Finally, I ex-
pand the existing understanding that overt censorship is effective
primarily because it creates fear and deters dissent (Roberts 2018,
2020), whereas covert forms of censorship, such as “friction”
and “flooding,” are more effective in avoiding public backlash
(Miller 2018; Roberts 2018, 2020; Stukal et al. 2022). Overt
censorship, when applied broadly,might desensitize the public
to censorship, which subsequently reduces public backlash.

A broader implication of these findings concerns the dy-
namic of authoritarian control. A wealth of scholarship has inves-
tigated how authoritarian governments persuade and threaten
people through propaganda, silence dissent through censorship,
and prevent uprisings through repression (Arendt 1976; Chen
and Xu 2017; Dickson 2016; Guriev and Treisman 2022; Huang
2018; Shadmehr and Bernhardt 2015; Svolik 2012; Young 2019).
My study suggests that there might be an additional channel
through which authoritarian regimes achieve social control: the
normalization of coercive policies. Such a channel is potentially
difficult to undermine because citizens are desensitized and sub-
consciously accept the coercive policy as normal.

NORMALIZATION OF CENSORSHIP: A THEORY
The central argument of this study is that when the range of
censorship expands beyond highly politically threatening con-
tent, such as collective action and government criticism, to other
less politically threatening content, it normalizes the censorship
apparatus and desensitizes citizens to censorship activities. As
a result, backlash against both the censorship apparatus and
the regime is less likely to happen. Such normalizing effects are
primarily achieved by diluting the proportion of politically threat-
ening content among censorship targets. In addition to dilution,
censoring nonpolitical content also increases citizens’ exposure
to censorship activities, which further facilitates the normali-
zation process.

Diluting the proportion of politically
threatening content
Backlash to censorship happens when citizens are aware of
censorship activities and care about what has been censored



1. The extent of remaining information post-censorship varies among
social media platforms. For instance, on WeChat, users can still view the
title of a deleted article, but they only discover the content is censored if
they attempt to access the full article. Sina Weibo employs a more diverse
range of censorship techniques Miller (2018).
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(Chen and Yang 2019; Roberts 2020). The extent to which
citizens care about censorship activities depends on the nature
of the censored content. Conventionally, the government tends
to target the most politically threatening information, such as
messages with collective action potential and government crit-
icism (Lorentzen 2014; King et al. 2013, 2014; Shadmehr and
Bernhardt 2015). Hence, censorship could be seen as a signal
that the regime has something to hide and is not acting as a
faithful agent for the citizens (Lorentzen 2014; Roberts 2018;
Shadmehr and Bernhardt 2015). It indicates abnormality and
potential government wrongdoings. As a result, citizens will pay
even closer attention to the censored information to find out
what has been hidden from them. Such an effect is called the
Streisand effect: the act of censorship drawing even more atten-
tion to the event that the government initially tried to cover up
(Roberts 2020). Given the difficulty of completely covering up
information on the Internet (Roberts 2018), once the citizens
uncover the censored information, the anger toward the govern-
ment will be magnified. Consistent with this logic, several recent
studies have found evidence of backlash against censorship of
political content (Pan and Siegel 2020; Roberts 2018, 2020).

For such backlash to occur, however, it is critical that citi-
zens believe censorship is abnormal and that censored informa-
tion is valuable for discovering government wrongdoings. If
citizens view censorship as normal, they are less likely to pay
attention to censorship events in the first place. Therefore, a
Streisand effect is less likely to occur.

According to psychological research on desensitization, when
subjects’ categorization and expectation of a stimulus are shifted
from negative to neutral (or even positive), they will be less sen-
sitive to the stimulus and their negative reactions to the stimulus
will be diminished (Carnagey et al. 2007; Marcia, Rubin, and
Efran 1969). For example, playing violent video games or watch-
ing violentmovies will expose subjects to initially negative stim-
uli (i.e., violence) in a positive emotional context. As a result,
subjects will change their normative evaluation of violence and
decrease their attention to violent events (Carnagey et al. 2007).
Similarly, if citizens are exposed to censorship in a neutral or
positive context, they will view censorship as normal and be
less likely to pay attention to censorship events. As a conse-
quence, subsequent backlash against censorship is less likely
to happen.

Under what conditions will citizens be exposed to censor-
ship in a neutral or even positive context? Direct interaction
with censorship, such as having one’s own message censored,
can evoke strong reactions, especially when they find an online
community of outspoken users who are also angry about the
censorship event (Pan and Siegel 2020; Zhu and Fu 2021). In
contrast, indirect interaction with censorship, such as observ-
ing a web page blocked or discussing censorship online, may
yield less negative responses. When users come across deleted
posts, they rely on available information, such as the post’s
title, author, and other users’ comments and reactions, to form
their beliefs about the censorship event.1

If censored content consistently concerns politically threat-
ening topics, users tend to associate censorship events with
negative news and government wrongdoings. In contrast, cen-
sorship of nonpolitical content dilutes this negative image.When
users encounter censorship of nonpolitical content, they update
their beliefs and are less likely to associate censorship with
hiding politically valuable information or silencing political
dissent. Consequently, they are also less likely to witness an
angry public reaction against censorship.

Moreover, users frequently engage in discussions about
censorship in online conversations, often in neutral and apo-
litical contexts (Han 2018). For instance, in February 2020, fans
of different entertainment stars engaged in heated debates that
often involved advocating for the censorship of opposing posts.
Such conversations imply that censorship can extend to non-
political content related to entertainment stars. Observers of
these discussions may be less inclined to view censorship neg-
atively and connect it with political repression.

According to existing surveys, only 9% of citizens have
directly experienced censorship (Dickson 2016), even though
69.5% of citizens are aware of censorship (Wang and Mark
2015). Hence, direct interaction with censorship is relatively
rare, and most citizens form their beliefs about censorship
through indirect interactions. Thus, the range of censored
content significantly influences citizens’ attitudes toward cen-
sorship. When seemingly harmless nonpolitical topics are in-
cluded among censorship targets, the effectiveness of censor-
ship as a signal for government wrongdoing diminishes. As a
result, citizens adjust their beliefs about censored information
and are less likely to exhibit significant backlash when en-
countering censorship. In short, including nonpolitical con-
tent among censorship targets dilutes the proportion of po-
litically threatening content and changes citizens’ belief that
censorship is abnormal and hides politically valuable informa-
tion such as government wrongdoings. Consequently, negative
reactions to censorship of political content are less likely to
occur.

Increasing citizens’ exposure to censorship
In addition to dilution, censoring nonpolitical content in-
creases the frequency of citizens’ exposure to censorship, which



2. This period is often referred to as the period where “nine dragons
reign together.” Censorship power was separated among departments rang-
ing from public security and national security to education, industry, and
labor.
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further facilitates the normalization process. As stated above,
the belief that censorship is abnormal is critical for backlash
to occur. If the chance of encountering censorship increases
in citizens’ daily lives, it is more likely for them to view censor-
ship as normal and not pay too much attention to it.

A deeper look into the psychological mechanism suggests
that such a desensitizing effect is due to the blunted reactions
after repeated exposure to similar stimuli. Initially, a negative
stimulus, such as violence or repression, arouses cognitive,
physiological, and emotional responses (Anderson et al. 2010;
Bartholow et al. 2006; Carnagey et al. 2007). Repeated expo-
sure to the same stimulus, even over a short period of time,
leads to blunted evaluative categorization and elimination of
physiological and emotional reactions (Bartholow et al. 2006;
Carnagey et al. 2007; Fanti et al. 2009). Similarly, although the
initial exposure to censorship might arouse intense cognitive
and emotional reactions, such as anger and resentment, such
cognitive and emotional responses should be less likely to oc-
cur as individuals are more frequently exposed to censorship
activities. As a result, citizens are more likely to regard cen-
sorship as normal.

The normalizing effect of increased exposures further facil-
itates dilution. Because citizens regard censorship as normal
and common in daily life, they would not deliberately avoid
it in conversation as they do with other sensitive topics. The
example above about fans of entertainment stars illustrates
how censorship could be a normal topic that is frequently
mentioned in online conversations. The effect of increased ex-
posure becomes a positive circle that reinforces the belief that
censorship is normal.

An important implication of the normalization theory is
that normalization is not merely a combination of popular
and unpopular events but rather a systematic shift in public
perception of censorship, which affects their downstream
beliefs of censored content and subsequent behaviors when
encountering censorship activities. Once individuals believe
censorship is normal, they are less likely to pay attention to
censored content and are more likely to dismiss most cen-
sored content as not valuable or “deserved to be censored.”
As such, individuals who believe censorship is normal should
show higher support for the censorship apparatus as a whole,
not just the nonpolitical part.

Empirical expectations
To summarize the empirical expectations of the theoretical
arguments laid out above, I hypothesize that citizens exposed
to censorship of both political and nonpolitical content will
display greater support for both the censorship apparatus
(hypothesis 1) and the regime (hypothesis 2) compared with
citizens exposed to censorship of political content only.
Before I test the two main hypotheses, however, I need
to demonstrate the possibility that censorship normalization
happens in China. In the next section, I combine the existing
literature on the Chinese censorship regime with my fieldwork
conducted from November 2022 to February 2023 in China to
illustrate the institutional environment for the normalization
of censorship. I then use data on censored articles to explore
one observable implication of the normalization theory: Non-
political content accounts for a large proportion of all censored
content, that is, Pr(Non-Political ContentFAll Censored Con-
tent) is high. To be clear, this is not to say that nonpolitical
content is more likely to be censored than political content,
that is, Pr(CensorshipFNon-Political Content) 1 Pr(CensorshipF
Political Content), or vice versa. I do not test which category
is more likely to be censored. Instead, I aim to demonstrate
that censorship of nonpolitical content happens on a substan-
tial scale.

INSTITUTIONAL DEVELOPMENT
OF CHINA’S CENSORSHIP
Although online censorship occurs in almost every authori-
tarian regime, the range and scale of government censorship
in China is by far the largest (Freedom House 2019). To
achieve normalization explained in the theory section, the
regime often needs a relatively high-capacity censorship appa-
ratus that not only serves the function of political repression
but also manages other non–politically threatening content.

Before the 2010s, censorship power in China was frag-
mented among different authorities (Alshabah 2016; Han 2018;
Roberts 2018).2 During this period, while the Chinese state has
been relatively successful in curbing political threats from the
Internet to regime stability similar to the Arab Spring, the
regulatory fragmentation has led to the inability to exert ex-
tensive control over the Internet (Yang 2009). This is reflected
in earlier studies showing that Chinese censorship primarily
targeted the most dangerous content with collective action po-
tentials while allowing most other online expressions (King
et al. 2013, 2014).

In 2014, the Chinese leader Xi Jinping launched an effort
to unify and centralize the administrative power of cyber-
space, establishing the Central Leading Group for Cybersecurity
and Informatization, which is directly chaired by Xi Jinping
himself (Tai and Fu 2020). The Leading Group gained control
over the Cyberspace Administration of China (CAC), which
used to be primarily led by the State Council, and rapidly
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expanded its regulatory responsibility, gabbing power from
other ministries under the State Council.3 The centralization
of censorship power had resulted in a more aggressive ap-
proach to Internet censorship in China. In addition to banning
more political content than previously understood (Gueor-
guiev and Malesky 2019; Miller 2018), many seemingly harm-
less posts such as tabloid gossip were also censored (Cairns
and Carlson 2016; Han 2018; Huang 2017; Ng 2015). Once-
tolerated platforms focused on apolitical topics, including en-
tertainment and dating applications, faced new restrictions
(Freedom House 2019). Information and discussions on sub-
jects like the economy that had traditionally been given freer
rein became more systematically censored (Tai and Fu 2020).

Meanwhile, the government’s narrative had also become
more explicit about its intention to expand the censorship
apparatus beyond safeguarding political stability. Before the
2010s, defending national security against foreign subversion
had been a central theme of government documents related
to Internet censorship, with only a few exceptions such as
campaigns against online pornography (Han 2018). This is
consistent with the traditional view of censorship as a tool of
political repression and a showcase of regime strength. As the
censorship power centralized and expanded during the early
2010s, official propaganda rhetoric became more diverse and
less politically threatening. Instead, it tended to emphasize the
less politically sensitive side of the Internet and highlight the
need for extensive Internet regulations.

In the late 2010s and early 2020s, as political and tech-
nological competition with the United States and other West-
ern powers intensified, the CAC doubled down on the national
security rhetoric, citing foreign subversion threats, while also
emphasizing the nonpolitical benefits the authority provided
such as digitization and Internet civility.4 Combining the dif-
ferent pieces of anecdotes above, although censorship activi-
ties have been expanding rapidly in recent years, the image
of censorship that the Chinese government tries to present has
become more benevolent and less politically repressive. The
narratives of the central government suggest an association
between the expansion and the normalization of censorship.

However, it is worth acknowledging that, even after the
centralization of censorship power, the Chinese censorship
apparatus is still far from a monolithic system in which every
3. According to my conversations with censorship officials during my
fieldwork, the then-director of the CAC, Lu Wei, played a critical role in
the power-grabbing process of the CAC. His strongman-style leadership
helped the CAC become the central coordinator of the entire censorship
apparatus.

4. Such parallel messaging is reflected in both official documents pub-
lished by the CAC and my conversations with central and local censorship
officials during my fieldwork.
censorship activity stems from the command of a central
authority. Instead, it is a comprehensive apparatus that in-
volves many significant decision-makers such as local govern-
ments (Lorentzen 2014) and social media companies (Han
2018; Lv and Luo 2018; Miller 2018), which also exert cer-
tain levels of influence over what content is censored. The
purpose of this study is not to show that the normalization
of censorship is a grand strategy designed and implemented
by the central government alone. Rather, I aim to highlight
the recent expansion of censorship power and increase in
censorship activities in China and its downstream normaliz-
ing effects on public perception of the censorship apparatus.

THE NATURE OF CENSORED CONTENT:
TEXT ANALYSIS
To better illustrate the possibility that censorship normaliza-
tion happens in China, I use text analysis to more rigorously
show that the censorship of less politically threatening content
occurs on a substantial scale. I collect censored articles from
WeChat and Sina Weibo, the two largest social media plat-
forms in China. I then classify the censored articles into nine
different topic categories, including three highly political, two
moderately political, and four nonpolitical categories. The
main outcome of interest is the proportion of censored articles
by topic category. To ensure the reliability of the categori-
zation process, I use both human coders and natural language
processing models, specifically the Chinese BERT with the
Whole Word Masking model (Lu et al. 2021).

Data source
My observational study relies on three distinct sources of
censorship data from China. Two of these sources are the
WeChatScope and WeiboScope datasets, which were col-
lected by a research team at the University of Hong Kong
(Tai and Fu 2020; Zhu and Fu 2021). These datasets moni-
tor more than 4,000 WeChat public accounts and more than
118,000 Sina Weibo users, respectively. The third dataset,
FreeWeChat, was gathered from the nongovernmental organi-
zation GreatFire.org, which monitors more than 34,000WeChat
public accounts in real time. WeChat public accounts are
similar to Facebook public pages or Telegram public groups,
whereas Sina Weibo is similar to Twitter. Given that WeChat
public accounts have a large number of subscribers and posts
on Weibo are easily disseminated, both platforms are prime
targets of Chinese censorship. Table 1 summarizes the three
data sources.

Moreover, both WeChat and Sina Weibo are ideal plat-
forms for analyzing the implication of government censor-
ship on citizens’ attitudes because they are the two most pop-
ular social media in China. As such, censorship on WeChat

http://GreatFire.org
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and Weibo influences a large proportion of the Chinese
population, and most Chinese are likely to form their beliefs
about censorship via WeChat and Weibo. Using the three
data sources provides a hard case to illustrate the existence
of large-scale censorship of nonpolitical content. Because all
three projects are designed to capture government censorship
as conventionally understood, political accounts are overrep-
resented in the sample (Tai and Fu 2020; Zhu and Fu 2021).5

Therefore, even if the selected WeChat public accounts and
Weibo users might not be representative, the bias is likely to
be in the opposite direction of my theoretical expectations.

One caveat to all three data sources is that, like most
quantitative censorship data, it only includes post hoc cen-
sorship. The articles or posts need to be published on WeChat
or Weibo before they can be manually censored and recorded
in the database. However, an article has to pass ex ante cen-
sorship barriers such as “keyword blocking” and “The Great
Firewall of China” before it can be posted online (King et al.
2013). According to previous analyses of taboo keywords, ex
ante censorship is focused overwhelmingly on political topics
(Han 2018; Ng 2015). Thus, political content might have a
higher bar for publication than nonpolitical content. None-
theless, citizens have creative ways to bypass keyword blocking,
and post hoc censorship is the most extensive form of cen-
sorship (Han 2018; King et al. 2013). As such, I focus on post
hoc censorship in this analysis.

Categorization of censored articles
The primary objective of the categorization is to determine
the proportion of highly political, moderately political, and
nonpolitical content. To define highly political content, I refer
5. The WeChatScope and WeiboScope projects primarily include
accounts related to social and political news or commentary. It also samples
influential public accounts including (a) public accounts for the government
and the Communist Party; (b) high-ranked accounts; and (c) accounts with
article links posted on a major discussion forum or indexed by the Baidu
search engine (Tai and Fu 2020; Zhu and Fu 2021).
to the existing literature on censorship, which identifies three
main highly political categories: (1) collective actions, including
protests, strikes, rightful resistance, and other collective civil
disobedience (King et al. 2013, 2014); (2) government criti-
cism, which entails criticisms of the central or local govern-
ment, as well as state-owned enterprises (Gueorguiev and
Malesky 2019; Lu et al. 2021; Tai and Fu 2020); and (3) other
government-related content, such as discussion of political
leaders and political rumors (Miller 2018), or progovernment
content that nonetheless mentions sensitive political topics
or figures (King et al. 2013, 2014, 2017; Lu et al. 2021; Stukal
et al. 2022).

In addition to the highly political categories, there are two
moderately political categories that may still be sensitive to the
government: business and foreign events. The business cat-
egory includes articles discussing private companies, whereas
the foreign events category covers content related to foreign
countries, provided that it does not directly reference China
or the Chinese government’s economic and foreign policies.
Examples of business content include investment tips in the
stock market, and examples of foreign events include discus-
sions of the domestic politics of foreign countries. Notably,
none of the existing censorship studies consider these cate-
gories as politically threatening to the Chinese government
(Gueorguiev and Malesky 2019; King et al. 2013; Miller 2018;
Tai and Fu 2020). However, some studies on authoritarian
propaganda imply that business and foreign news might be
relevant for autocrats’ legitimacy and political survival (Mat-
tingly and Yao 2022; Rozenas and Stukal 2019). As such, I
first follow the censorship literature and only treat collective
action and government-related content as political, and then
include the two additional categories to provide a more con-
servative measure of nonpolitical content.

Lastly, I track four nonpolitical categories that are unlikely
to pose a threat to the Chinese government: entertainment,
advertisement, culture, and other content. Examples of these
nonpolitical categories include tabloid gossip, product pro-
motions, and stories of cultural figures. To ensure consistency
and accuracy, I adopt the coding rubrics primarily fromMiller
Table 1. Date Sources for Observational Analysis
WeChatScope
 FreeWeChat
 WeiboScope
Platform
 WeChat
 WeChat
 Sina Weibo

Content source
 Public Accounts
 Public Accounts
 Users

Number of censored posts/articles
 15,872
 533,707
 27 million

Data start date
 2018-03-01
 2016-04-25
 2021-05-01

Data end date
 2020-05-09
 2022-12-26
 2022-06-30

Data source
 HKU
 GreatFire.org
 HKU

http://GreatFire.org
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(2018), which provides a comprehensive and up-to-date cat-
egorization of censored content in China. Notably, I make one
key modification: The nine categories are mutually exclusive.
This simplifies both the categorization process and the inter-
pretation of results.6

To categorize the vast number of censored articles, I first
employ human coders to annotate a training set. I randomly
sampled 2,500 articles from WeChatScope, and 5,000 articles
from the remaining two data sources, stratified by the cre-
ation year. Two native Chinese coders have coded the training
set independently. The Cohen’s k between the two coders is
0.80, higher than the commonly applied criteria of 0.70 for
intercoder reliability tests. In cases where the two coders dis-
agreed, the author acted as an arbitrator to settle the dispute.

To select the best classification model, I utilized the training
data to evaluate the performance of nine different machine-
learning models through out-of-sample cross-validation.7 The
fine-tuned pretrained Chinese BERT model is by far the best-
performing model, achieving an in-sample accuracy of 0.96
and an out-sample balanced macro F1 score of 0.72. Finally,
I use the fine-tuned Chinese BERT model to predict the cat-
egories of censored content from all three sources. For more
details about the performance of BERT and alternative mod-
els, see appendix E.

Results
Table 2 reports the predicted proportion of censored articles
and posts classified by topic category across the three differ-
ent data sources. Consistent with the empirical expectations,
a substantial proportion of censored articles are unrelated to
politically threatening topics. Let me first focus on the highly
political categories highlighted by the existing literature. As
illustrated in the top section of table 2, only about 30% of all
censored articles across all three data sources pertain to col-
lective action and government-related topics. In contrast, the
remaining content that is less politically threatening consti-
tutes the vast majority of censored articles on both WeChat
and Sina Weibo. It is important to note that censorship of
collective action and government criticism, which are the
two categories that have the highest likelihood of generating
popular backlash against the regime (Pan and Siegel 2020;
Roberts 2020), only occurs about 20% of the time when cit-
6. For the detailed explanation of each topic category and coding pro-
cess, see appendix D.

7. These models include a fine-tuned pretrained Chinese BERT with
the Whole Word Masking model, a logistic regression model with a ridge
estimator, a pattern learning and matching (PaLM) model, an ensemble
classifier model, a random forest model, a decision tree model, an extreme
gradient boosting (XGBoost) model, a neural network model, and a word
embedding model using Word2vec.
izens experience censorship events. In other words, it is much
more common for Chinese citizens to encounter censorship
of nonpolitical content than censorship of government criti-
cism and collective action. This would significantly lower their
expectations that censorship events primarily target political
oppositions and are useful for uncovering government wrong-
doings. As a consequence, citizens would be more likely to
believe that censorship is normal.

Even when considering a broader definition of political
content that includes moderately political categories such as
business and foreign events, which, as previously explained, ex-
plicitly exclude content related to the Chinese government,
political content still constitutes only approximately half of
all censored content. On Weibo, censored political content is
particularly scarce, with only one-third of the censored con-
tent in WeiboScope being categorized as highly or moderately
political. Additionally, the censorship of nonpolitical content
is not concentrated on a single category. For instance, the
WeChatScope data recorded around 16.87% of entertainment
content, 10.69% of advertisements, and 12.90% of cultural,
local, and religious content. The other two censorship datasets
also present similar patterns. These findings suggest that the
censorship of nonpolitical content is comprehensive and broad,
rather than being limited to a specific type of nonpolitical
content, such as popular culture (Esberg 2020) or pornogra-
phy (King et al. 2013), indicating that its objectives extend
beyond merely content moderating inappropriate content to
a more systematic control over less politically sensitive areas.8

The observation that a considerable percentage of cen-
sored articles are less politically threatening in nature is con-
sistently observed over time. Figure 1 presents the time series
data depicting the proportion of collective action, government-
related articles, and other less politically threatening topic
categories. Even during the initial stages of the COVID-19
outbreak (February 2020) and later, during COVID policy
U-turns (November 2022), when government suppression of
online criticism was at its peak, non–politically threatening
content still constituted more than half of all censored articles.

To validate the text analysis results, I randomly sampled
1,000 machine-categorized nonpolitical articles and hired
a different undergraduate research assistant from China to
identify whether there were any hidden or explicit political
messages in them. The results of this validation exercise sug-
gest that 91.2% of the machine-categorized nonpolitical con-
tent is indeed irrelevant to politically threatening topics. Even
after correcting for the 10% miscategorization, a majority of
the censored content will still be non–politically threatening.
8. Appendix D uses structural topic models to provide further details
regarding the content in each specific topic category.
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This also alleviates the concern of political euphemism or
other strategies citizens use to circumvent censorship, which
could potentially mislead the text analysis results (Han 2018;
King et al. 2013).

The implications of the empirical results are twofold.
First, the results from both WeChat and Weibo censorship
echo the narrative in the previous section showing that the
Chinese government has spent considerable effort in cen-
soring non–politically threatening content while downplay-
ing suppression of political discussion. The fact that collective
action and government-related articles account for a minor-
ity of all censored content strengthens the government’s claim
that censorship is normal and benevolent. Besides, the fact
that there is not a clear pattern for nonpolitical content
Figure 1. Time series of all censored articles/posts by topic category. All three data sources are weighted equally. Other moderately political and nonpolitical

content includes business, foreign events, entertainment, advertisement, cultures, and others.
Table 2. Predicted Proportion of Censored Articles/Posts by Topic Category
General Category
 Specific Category
 WeChatScope
 FreeWeChat
 WeiboScope
Highly political
 Collective action
 1.78%
 .78%
 .52%

Govt criticism
 18.23%
 11.79%
 11.06%

Other govt-related
 11.84%
 14.03%
 13.41%

Total
 31.85%
 26.60%
 24.99%
Moderately political
 Business
 13.87%
 9.95%
 6.87%

Foreign
 5.89%
 6.96%
 5.12%

Total
 19.76%
 16.91%
 11.99%
Nonpolitical
 Entertainment
 16.87%
 19.34%
 21.71%

Advertisement
 10.69%
 10.90%
 16.32%

Culture
 12.90%
 20.63%
 17.72%

Others
 7.92%
 5.61%
 7.28%

Total
 48.38%
 56.48%
 63.03%
Note. WeChatScope data contains 15,872 censored articles. FreeWeChat data contains 533,707 censored articles. WeiboScope data contains
approximately 27 million censored posts.
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implies that the censorship of nonpolitical content is broad
and comprehensive rather than narrow and focused on one
specific type of nonpolitical content such as popular culture
(Esberg 2020) or pornography (King et al. 2013). This keeps
the red line fuzzy and gives the government leeway to in-
clude politically threatening content in broadly targeted cen-
sorship activities without drawing too much attention to the
political content (Han 2018).

Second, the results imply that it is common for Chinese
citizens to encounter censorship of nonpolitical content. As
a result, their expectations of censorship outcomes are likely
to be shaped by these experiences of censorship of nonpolit-
ical content, which provides favorable conditions for the de-
sensitization process to take place.

NORMALIZING EFFECTS OF CENSORING
NONPOLITICAL CONTENT: SURVEY EXPERIMENTS
The previous section illustrates the possibility that censorship
normalization happens by showing the existence of large-scale
censorship of less politically threatening content. To test the
two main hypotheses, I conducted two original survey exper-
iments in China with similar experimental designs. In both
experiments, I manipulated the topics of censorship targets
and the frequency of censorship activities that participants
were exposed to. I then use their ex post evaluations of the
censorship apparatus and the Chinese regime to measure the
normalizing effects of censorship.

Participants
The first survey experiment was conducted in December 2020
with 612 respondents and the second was conducted in De-
cember 2022 with 3,314 respondents.9 The participants in
both experiments were recruited from a Chinese survey plat-
form and then directed to an American-based website, Qualt-
rics, where they completed the survey anonymously. Previous
research has shown that using online platforms is a reliable
way to recruit participants for survey experiments (Mullinix
et al. 2015) and Chinese online platforms might even be better
because political opinion surveys are relatively rare in China
and participants are less likely to be professional political sur-
vey takers (Huang 2018; Huang and Yeh 2019).10 To further
ensure sample quality, I used attention checks to screen the
respondents at the beginning of the surveys. Both samples cover
9. Both experiments were approved by the Institutional Review Board
(IRB ID: 202011148) at Washington University in St. Louis and were pre-
registered on the Open Science Framework.

10. At the end of the survey, respondents were allowed to leave comments
on the survey questions. The comments suggest that participants were excited
rather than scared by political surveys.
a wide range of socioeconomic backgrounds and are similar
to the Chinese demographic in terms of gender, age, and re-
gional distributions. However, like many other online surveys
in China, the samples are richer and better educated.

Experimental design
The purpose of the experiments is to compare the down-
stream effects of censorship that primarily targets politically
threatening content with censorship that targets both political
and nonpolitical content. Both experiments have similar
designs and include three components. First, participants
answered pretreatment questions about their socioeconomic
backgrounds and political predispositions. Second, partici-
pants were randomly assigned to either a control group, where
they were exposed to only censorship of political content, or
a treatment group, where they were exposed to censorship of
both political and nonpolitical content.11 Finally, respondents
answered posttreatment questions about their attitudes toward
the censorship apparatus and the regime.

To expose participants to censorship, I asked respondents
to read 10 snippets of WeChat articles, presented one at a time
with only the title and the first few lines.12 Some of the snip-
pets were labeled as censored by WeChat. These censorship
labels primed the respondents that certain articles were cen-
sored, and no further information was provided to the re-
spondents. Figure 2 shows one of the snippets with and with-
out a censorship label.13 Among the 10 snippets, 6 were about
nonpolitical topics, whereas 4 were about government crit-
icism and collective action. The order of the snippets was
randomized.

I validated the appropriateness of my choice of article snip-
pets in two ways. First, I consulted a panel of China scholars.
None of them thought that any of the snippets were absurd
or unreasonable. Second, I also asked the respondents about
their interest in reading the full article after they read each
snippet. If a snippet is particularly inappropriate, then this
would be reflected in an unusually high or low level of in-
terest. None of the snippets stands out as exceptionally high
group where respondents were not shown any censorship at all.
12. The snippets are screenshots of real articles censored by WeChat.

They only include the first couple of lines and do not reveal the full
content of the articles. The details of the article snippets can be found in
appendix C.

13. In reality, if an article is censored by WeChat, users can only see
the title. In this experiment, to ensure the only difference between the
treatment and control groups is the censorship label, I use the same snippets
for both groups.
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or low in terms of the level of interest. Hence, the experi-
mental results are not driven by “inappropriate” or unreason-
able choice of articles.

In the control group, three out of the four political snip-
pets were labeled as censored by WeChat, whereas none of
the nonpolitical snippets were labeled. This primed the re-
spondents in the control group that censorship primarily tar-
gets politically threatening content. In the treatment group,
three out of the six nonpolitical snippets were also labeled as
censored by WeChat in addition to the three political snippets
in the control group. In other words, there were a total of six
snippets that were labeled in the treatment group and three
in the control. This primed the respondents in the treatment
group that both political and nonpolitical content could be
censored. This also means that respondents in the treatment
group are exposed to twice as many censored snippets as
those in the control group. Hence, the treatment reflects both
dilution and increased exposure laid out in the theory. Table 3
summarizes when and where the censorship label occurred in
the treatment and control groups. Labeled snippets remained
constant across subjects in respective groups, though as men-
tioned, their orders were randomized (i.e., labeled snippets
might occur at any position).

Measurement
In both survey experiments, to measure support for censor-
ship apparatus, I asked the respondents whether they agree
or disagree that “the government should actively control the
Internet and remove content that it deems inappropriate.”
This is a direct test of hypothesis 1 and the wording is an
adaptation inspired by similar questions in the limited num-
ber of existing studies on public attitude toward censorship in
China (Dickson 2016; Roberts 2018; Wang and Mark 2015).
I avoided directly using the word “censorship” because it
might be offputting to respondents. To measure regime sup-
port, I directly borrowed questions measuring assessment of
the government, overall satisfaction, and willingness to protest
from Huang (2018). For the assessment of the government, I
Figure 2. Example snippet with and without censorship label in the experiment. The label reads “This article was blocked by WeChat due to violations of

Internet law.”
Table 3. Explanation of Treatment
Snippet #

Topic

Category
 Control Group

Treatment
Group
1
 Political
 Censorship label
 Censorship label

2
 Political
 Censorship label
 Censorship label

3
 Political
 Censorship label
 Censorship label

4
 Political

5
 Nonpolitical
 Censorship label

6
 Nonpolitical
 Censorship label

7
 Nonpolitical
 Censorship label

8
 Nonpolitical

9
 Nonpolitical

10
 Nonpolitical
Note. The order of the snippets was randomized. The treatment group was
exposed to additional censorship of nonpolitical snippets.
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asked separately about the central government and local gov-
ernment. Because discussing local government is less sensi-
tive than the central government, it alleviates potential social
desirability bias and ceiling effects problems. For the last ques-
tion, I expect respondents in the treatment group to be less
willing to participate in protests. All outcome variables were
measured on a five-point scale.

I used eight pretreatment covariates to check the balance
between the treatment and control groups. They are also
included in the regression analyses. Among the covariates,
four are demographic variables, including age group, income,
gender, and education. The remaining four covariates are
ideology, party membership, political interests, and social
media usage, which measure participants’ political predispo-
sitions and Internet usage.

Results
Figure 3 reports the difference in means between the treat-
ment groups and the control groups on individual support
for the censorship apparatus and the regime in each of the
two experiments as well as for the two studies combined.14

As shown in figure 3, the results are consistent across the
two experiments. In particular, respondents exposed to cen-
14. Additional regression results with pretreatment covariates are re-
ported in appendix B. The results are consistent with the main results
presented in the main article.
sorship of both political and nonpolitical content are reli-
ably more supportive of the censorship apparatus (study 1:
b p 0:264, se p 0:082; study 2: b p 0:163, se p 0:042;
combined: b p 0:185, se p 0:037). Such results are robust
to multiple hypotheses testing correction using the Benjamini-
Hochberg method (see app. B) and indicate that the range
of censorship targets matters for public reactions toward cen-
sorship. Additional exposure to censorship of nonpolitical
content reduces respondents’ backlash against the censorship
apparatus even if they are also exposed to censorship of po-
litical content.

To further demonstrate the magnitude of the treatment
effects, I translate the raw coefficients into proportions of
respondents supporting the censorship apparatus. As shown
in figure 4A, combining the two studies, approximately 58.4%
of the respondents in the treatment groups are strongly or
somewhat supportive of the censorship apparatus, compared
with only 51.3% of those in the control groups. Additional
censorship of nonpolitical content increases support by 7.1 per-
centage points.

For attitudes toward the regime, combining both stud-
ies, respondents exposed to censorship of both political and
nonpolitical content express higher overall satisfaction with
the regime (b p 0:133, se p 0:034), higher support for
both central (b p 0:124, se p 0:034) and local governments
(b p 0:141, se p 0:036), and a lower willingness to protest
(b p 20:118, se p 0:046). The effect sizes are smaller than
Figure 3. Treatment effects of additional censorship of nonpolitical content on support for the censorship apparatus and the regime (difference-in-means).

All outcome variables were measured on a five-point scale. The dots are the difference in means between the treatment and control groups. Bars indicate

the corresponding 90% and 95% confidence intervals. P values of all coefficients, except the willingness to protest in study 2, are still significant at the

conventional level after the Benjamini–Hochberg correction.
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the effects on support for censorship but still considerable
given the fact that baseline support for the regime is already
high in the control group. As shown in figure 4B, approxi-
mately 71% of the respondents are already supportive of the
regime in the control group. As such, a 5-percentage-point
increase in regime support (76% among the treated) and a
5-percentage-point decrease in willingness to protest (from
42% to 37%) are substantial in magnitude.

Discussion
An important issue I would like to address is whether the
positive results are artifacts of preference falsification or so-
cial desirability bias (Kuran 1997), induced by the heightened
censorship in the treatment group. To address this concern,
study 2 incorporates an additional blank control group, where
respondents are not exposed to censorship at all.15 If the re-
sults in the main analyses are indeed driven by preference
falsification induced by more censorship, we should expect
the blank control group, without any censorship and there-
fore no priming of social desirability bias, to exhibit the low-
est level of support. Moreover, we should expect censorship of
political content to induce more severe preference falsification
than nonpolitical content.

However, as illustrated in figure 5, these expectations do
not hold. Compared with the blank control group without
censorship (left bars in each panel), respondents exposed to
censorship of political content (middle bars) reported lower
support for the regime and its censorship apparatus, as well as
a higher willingness to protest. These findings are consistent
with existing studies that highlight the backlash effects stem-
ming from political censorship (Pan and Siegel 2020; Rob-
15. Respondents in the blank control group still read the same 10 social
media snippets.
erts 2018), indicating that respondents are not coerced by
the censorship primes into downplaying their aversion to
censorship.

In contrast, when respondents are exposed to additional
censorship of nonpolitical content (right bars in each panel
of fig. 5), their levels of support are indistinguishable from
the blank control group without censorship (left bars). Such
results demonstrate how additional censorship of nonpo-
litical content normalizes public perception of the censorship
apparatus as if the “new normal” is equivalent to the initial
environment without censorship.

To further alleviate the concern that the treatment group
might induce additional preference falsification compared
with the control group, study 2 also uses a list experiment
to measure implicit support for censorship. The results show
that overall, at most 7% of the respondents falsified their pref-
erence, and the treatment group has roughly the same level
of preference falsification as the control group (see app. B).
Nevertheless, it is worth noting that fully isolating the im-
pact of preference falsification might be difficult, and readers
should still interpret these results with caution.

The experimental results have several implications. First,
the results confirm that expanding the range of censorship
targets beyond politically threatening content to seemingly
harmless nonpolitical content significantly increases public
support for both the censorship apparatus and the regime.
Such an expansion seems to be a plausible explanation of why
most Chinese citizens are apathetic toward or supportive of
government censorship. When exposed to censorship of non-
political content, citizens update their beliefs about censor-
ship and are more likely to view censorship as normal rather
than repressive.

Second, the results show that repressive apparatuses like
censorship might be popular and can increase regime support.
Figure 4. Substantive shifts in support for the censorship apparatus and the regime. The dots are the proportion of respondents who somewhat or strongly

support censorship or the regime and are somewhat or definitely willing to participate in protests (two studies combined). The bars refer to the corre-

sponding 95% confidence intervals.
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This suggests that normalization is an independent channel
of authoritarian control, different from persuasion, which high-
lights the achievements of the government, and repression,
which showcases regime strength and deters dissent.

ALTERNATIVE EXPLANATIONS AND LIMITATIONS
Before concluding, let me also discuss an important alter-
native explanation. Although the main experimental results
demonstrate that censorship of nonpolitical content leads to
higher support, it might not be due to the normalization of
censorship. Instead, individuals might simply favor censor-
ship of nonpolitical content, particularly when they believe
the nonpolitical content deserves to be censored. This is simi-
lar to public support for content moderation in democratic
settings, such as removing misinformation, vulgar language,
or pornography. Hence, bundling the censorship of politi-
cal and nonpolitical content increases the overall support for
the censorship apparatus.

Although it is both possible and probable that citizens
might like censoring some types of nonpolitical content, it
does not fully explain the phenomenon. As shown in the
observational analysis, the range of nonpolitical content is
much broader than merely inappropriate content. In the
experiment, I also validated the appropriateness of the non-
political snippets and excluded those that were overtly absurd
or inappropriate. More importantly, individuals who believe
the censorship apparatus is normal should show higher sup-
port for the censorship of both political content and non-
political content, whereas individuals who believe it to be
political repression should show lower support for both. In
contrast, the alternative bundling explanation predicts that
support for censorship of political content remains constantly
low and support for censorship of nonpolitical content remains
constantly high.
To obtain a better sense of whether the normalization
theory explains the treatment effects above, in study 1, I asked
respondents an additional question about whether they think
“government control of the Internet is normal.” I find in-
dividuals in the treatment group are significantly more likely
to believe that censorship is normal (b p 0:243, p p 0:002),
and this belief is a significant mediator between the treatment
and support for censorship (ACME p 0:149, p p 0:002), di-
rectly supporting my normalization theory.

To further distinguish the normalization theory from the
bundling argument, in study 2, I included two additional
outcomes measuring support for the censorship of political
content and nonpolitical content respectively. First, compar-
ing the blank control and control groups, I find that respon-
dents in the control group with exposure to political censorship
express significantly lower support for the censorship of not
only political content (b p 20:126, p p 0:004) but also non-
political content (b p 20:095, p p 0:035). Then, comparing
the control and treatment groups, I find respondents in the
treatment group express significantly higher support for the
censorship of nonpolitical content (b p 0:101, p p 0:026).
However, albeit in the correct direction, the effect on political
content (b p 0:064, p p 0:155) is not statistically significant
at the conventional level. Moreover, I asked whether they think
censorship targets political content, a proxy for the perceived
level of repressiveness, and also find it to be a significant
mediator both between the blank control and the control
(ACME p 20:017, p p 0:004) and between the control and
the treatment at the 0.1 level (ACME p 0:011, p p 0:084).

In summary, these findings demonstrate that support for
nonpolitical censorship is not consistently high, and support
for political censorship is not consistently low either. Instead,
it appears that specific measures of support are shaped by in-
dividuals’ overarching perceptions of the censorship apparatus.
Figure 5. Political censorship decreases support for censorship and the regime and increases willingness to protest, whereas additional censorship of nonpolitical

content brings support back to initial levels without censorship. All outcome variables were measured on a five-point scale. The dots are the group means. Bars

indicate the corresponding 95% confidence intervals. N, no censorship (blank control group); P, censorship of political content only (control group); P & NP:

censorship of both political & nonpolitical content (treatment group).
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Indeed, causal mediation analyses reveal that these over-
arching perceptions mediate the treatment effects. Neverthe-
less, the results do not completely rule out the bundling argu-
ment, and it is possible that both explanations are not mutually
exclusive. In essence, bundling effects could be occurring along-
side normalization.

Apart from alternative explanations, there are also a few
potential limitations to both the normalization theory and the
empirical analyses. First, theoretically, does censoring any non-
political content have the normalizing effect? It is well es-
tablished in the political science literature that people care
more about nonpolitical issues like sports and entertainment
than political issues (Delli Carpini and Keeter 1996). There-
fore, it is logical to argue that censoring some of the popular
nonpolitical topics might lead to backlash as well. Consistent
with this logic, Hobbs and Roberts (2018) shows that the
censorship of nonpolitical content at a large scale, such as
blocking certain platforms completely, is not without risk of
public backlash. To avoid backlash, there may still be strategic
considerations in choosing which nonpolitical topics to cen-
sor. This remains an important topic for future research to
explore.

It is worth noting that backlash against censorship can
still occur, especially during critical moments marked by sud-
den increases in political suppression. For example, during the
initial COVID outbreak in 2020 and the later COVID policy
U-turn in 2022, the extensive suppression of political infor-
mation did trigger public outrage, even in the presence of
nonpolitical censorship. This indicates that times of crisis can
potentially undermine the effectiveness of normalization, pre-
cisely at the moments when the regime relies on it most.

Finally, my study relies on short-term, intense exposure
to censorship to detect the normalizing effect, which might
not resemble the real world. Although previous research in
psychology has shown that short-term, intense exposure has
similar desensitizing effects compared with long-term expo-
sure (Fanti et al. 2009), in reality, citizens are less likely to
encounter censorship as intensely as in the experiment and
the actual normalization process might take longer. The fact
that I found consistent results in both survey experiments two
years apart, the first in 2020 and the second in 2022, alleviates
part of the concerns. However, it might still be better to use
longitudinal survey data to identify long-term normalization.

CONCLUSION
At the beginning of this study, I asked why existing liter-
ature that claims censorship awareness will lead to backlash
cannot explain the reality that most Chinese citizens are either
apathetic toward or supportive of the Chinese government’s
censorship policy. I pointed out that these existing studies
primarily focus on censorship of government criticism and
collective action, whereas the targets of censorship are much
broader. Building on the desensitization theory in psychology,
I argue that when the range of censorship is expanded beyond
politically threatening content to seemingly harmless apolit-
ical topics, citizens are more likely to view censorship as nor-
mal and less likely to react intensely and negatively.

The experimental and observational evidence that I pre-
sented supports my normalization theory. It shows the pos-
sibility that the normalization of censorship happens in China
and the government attempts to create a benevolent image
of the censorship apparatus. Moreover, expanding censorship
targets has significant effects at the individual level. Citizens
exposed to normalized censorship that targets both political
and nonpolitical content display significantly higher support
for both the censorship apparatus and the regime.

The normalization theory can also be applied beyond China.
Many authoritarian regimes employ similar strategies of di-
luting the repressive image of the censorship apparatus and
desensitizing their citizens to information control. Moreover,
autocracies are not the only systems of government that en-
gage with censorship. Future research could extend the theo-
retical framework here to democracies and explore how regime
type affects public reactions to and acceptance of censorship.

Besides censorship, normalization theory also provides an
effective explanation of the phenomenon that some repressive
policies in authoritarian regimes cause outcries and widespread
attention in Western media whereas most people in the au-
thoritarian regime do not have strong reactions to them. For
example,Westernmedia have widely reported on China’s dig-
ital surveillance system powered by millions of digital cameras
as well as China’s social credit system (Kostka 2019). Yet Chi-
nese citizens do not seem to be bothered much about all the
surveillance. On one hand, the primary purpose of these sur-
veillance systems is to prevent crime and ensure public safety,
whereas repression of dissent only happens occasionally. This
leads most Chinese citizens to believe that these surveillance
systems are benevolent. On the other hand, Chinese citizens
encounter these surveillance systems every day. Repeated ex-
posure has effectively desensitized them, and these surveil-
lance systems that cause outcries in the Western world are just
part of normal life in China.
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